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Goal & Contributions
• Goal:  Train a model on single or multiple source domain(s) and test on 

target domains with shared label space

Adversarial Teacher-Student Representation Learning

• Contributions:
1. Domain Generalized Representation Learning – Student observes 

augmented novel-domain data and distills the information to 
update Teacher, allowing derivation of domain generalizable 
representation. 

2. Novel Domain Augmentation – the augmenter aims at producing 
novel domain data, which maximizes the discrepancy between 
augmented and existing domains while the semantic information is 
preserved.

Experiments

Minimize the discrepancy between 
Teacher and Student & progressively 
update Teacher via EMA.

Maximize the discrepancy between 
augmented and existing domains. 
The semantic information is 
preserved via CE loss.

• Multi-Source DG on PACS in leave-one-domain-out settings 

• t-SNE visualization & visual comparisons on PACS

• Single-Source DG on PACS & DomainNet
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