
Introduction & Overview

Quantitative Comparisons (Domain Shift & Imbalanced Class Distribution)
Limited computational resources & 
communication bandwidth
− FedAvg updates/transports entire model  

parameters -> high comp./comm. Cost
− Hard to incorporate large-scale backbones (ViT)
+ We adopt prompt learning -> PEFT

Data heterogeneity exists among local 
clients (hospitals/edge devices)
− FedAvg simply averages models from clients

that would not address data heterogeneity well
+ We learn to generate client-specific prompts for

all local clients at the server

Personalized Prompt Adaptation @clients
 Leverage pre-trained Vision Transformer (ViT) as the backbone
 Keep backbone frozen, only update prompts (𝐏𝐏𝑛𝑛) & classifier (𝐻𝐻𝑛𝑛)

Personalized Prompt Generation @server
 Prompt Generator 𝐺𝐺 generates personalized prompts for clients
 All 𝐺𝐺, 𝐏𝐏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 , and 𝑑𝑑_𝑛𝑛 are updated @server by the clients’ 

optimization directions (∆𝐏𝐏𝑛𝑛):
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Conclusion
 We propose pFedPG to enable efficient 

model personalization under 
heterogeneous clients’ data.

 We effectively exploit personalized 
optimization directions and produce 
client-specific prompts for updating 
each client model.

Personalized Federated Learning via Client-Specific Prompt Generation (pFedPG)

Ablation Study 
& Analysis 

 Evaluations in domain shift & imbalanced 
class distribution verify that our pFedPG 
outperforms existing FL methods (+ 9% 
Avg. over FedAvg on DomainNet).

 Our pFedPG exhibits sufficient training 
efficiency (0.01% parameters).
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